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Abstract: Developing of new data analysis models and 
methods requires comprehensive testing of their validity, 
accuracy and robustness. This can be done by means of 
simulation of an analyzed characteristic. In this work, we 
propose a simulation model of photon counts detection 
process in fluorescence fluctuation spectroscopy (FFS) 
experiments. This model can be used to obtain data to test 
data analysis models and methods in FFS. 
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1. INTRODUCTION 
Fluorescence Fluctuation Spectroscopy (FFS) methods 

are widely used in modern biophysical and biochemical 
research [1]. In FFS, the information about dynamics, 
interactions, and structure of fluorescently labeled 
macromolecules is extracted from detected fluorescence 
intensity fluctuations. These fluctuations are produced by 
kinetic processes that alter the number and intrinsic 
fluorescence of molecules in the observation volume 
defined by focusing optics of the experimental setup. The 
detected fluorescence signal thus contains information 
about molecular diffusion, photophysical and chemical 
dynamics [2, 3, 4, 5]. 

There are various FFS methods for extracting this 
information. The commonly used methods are 
fluorescence correlation spectroscopy (FCS) [6], the 
photon counting histogram (PCH) analysis [7], the 
fluorescence intensity distribution analysis (FIDA) [8], 
and their modifications. FCS provides information about 
diffusion coefficients, chemical kinetics, exited-state 
molecular dynamics, picomolar concentrations and 
dynamics of the interaction of fluorescent molecules. It 
allows to resolve species by their molecular weight. PCH 
and FIDA are used to obtain information about the 
concentration and the specific brightness of molecules. In 
contrast to FCS, these methods allow to resolve species 
by their specific brightness. 

Developing of new data analysis models and methods 
requires comprehensive testing of its validity, accuracy, 
resolvability, and robustness. This can be done by 
simulation of analyzed characteristic with given 
parameter values and signal-to-noise (S/N) ratio and 
subsequent application of an analysis method to the 
simulated data. 

In this work, we establish an approach to simulate the 
process of photon detection in the FFS system. This 
allows to get a photon counting distribution (PCD) with 
given parameters and S/N ratio. 

 
2. THEORY 

In thermodynamic equilibrium, the main processes 
affecting fluorescence intensity fluctuations are diffusion 
of molecules in the observation volume with the 

inhomogeneous spatial distribution of excitation energy 
and changes in the molecule quantum yield. Although 
molecules can be excited in each point of the laser beam 
propagation path in the sample, the major number of 
photons is detected from the molecules situated in the 
focus of the registration optics. 

Fluorescence intensity fluctuations are defined as 
><−= )()()( tFtFtFδ , (1) 

where F(t) and <F(t)> is the measured and the temporal 
average fluorescence intensity respectively [9]. 

Assuming that the intensity of the excitation light is 
constant and all fluctuations arise only from changes in 
the local concentration δC(r,t) the fluorescence intensity 
fluctuations can be expressed as 
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where κ – the overall detection efficiency, σ – the 
molecular absorption cross-section, ηf – the fluorescence 
quantum efficiency, I(r) – the spatial distribution of the 
excitation energy with the maximum amplitude I0, S(r) – 
the optical transfer function, which describes the spatial 
collection efficiency of the setup [9]. 

The functions I(r) and S(r) can be combined into a 
single function 0/)()()( IrSrIrW =  called a brightness 
profile. It describes the spatial distribution of the emitted 
light. Often, it is approximated by a three-dimensional 
Gaussian, which is decayed to 1/e2 at ω0 in lateral and z0 
in axial direction [10]: 
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where BB0 =B(0). 
Parameters κ, σ, ηf can be combined with I0 to give the 

specific brightness κησ faIq 0=  that determines the 
photon count rate detected from a molecule per second. 

To estimate the concentration of molecules the 
effective volume is defined as [6]: 
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where 
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Here V is the total volume of the sample. For practical 
usage, the integration limits in (5) can be changed to 
infinity because the size of the illuminated region is much 
smaller than the size of a reservoir containing a sample 
[7]. 

For the Gaussian approximation (3): 
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Analysis of the Photon Counting Distribution 
The photon counting distribution (PCD) defines the 

probability P(n) of detecting n photons during a sampling 
time T. The generating function (GF) of the probabilities 
P(n) can be written as [8]: 
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where iC  and qi is the average concentration and the 
specific brightness of the i-th species correspondingly, M 
is the number of species in a sample. 

The relation between the PCD and the GF is [11]: 
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where ξ is the auxiliary variable and 
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In the PCH analysis, different molecules are assumed 
to have independent coordinates, and thus contribute 
independently into the fluorescence signal. The duration 
of the photon-counting interval is assumed to be short 
compared to the typical diffusion time of the fluorescent 
molecules through the observation volume. The light 
intensity emitted by a molecule at a certain position r is 
expressed as a product of its specific brightness q and the 
brightness profile W(r) only [8]. Therefore, the number of 
photons detected from a molecule per sampling time T is  

)(rqTWn = . (11) 

It was demonstrated that deviation of the Gaussian 
approximation from the true brightness profile causes the 
PCH model to fail under certain conditions, which could 
lead to a complete misinterpretation of the data [12]. In 
the analytical expression for the PCD, there are no 
parameters that can be adjusted to compensate this 
deviation [7]. To overcome this, correction factors were 
proposed [13]: 
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These correction factors characterize the contribution 
of detected photons from the non-Gaussian part of the 
brightness profile into the fluorescence signal. 

The photon counting GF with correction factors was 
obtained by expanding the exponent function in (8) into a 
Taylor series [14]: 
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Using (12) and (13) the expression for the GF with 
correction factors can be written as a product of two GFs: 
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where 
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Therefore, the additional photons detected from the 
non-Gaussian part of W(r) are taken into account by 

)(ξθc . 
Statistical noise of the PCD can be approximated by 

the Binomial distribution [7] 
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where Pn is the probability of detecting n photons during 
the sampling time T, m is the number of sampling 
intervals. Thus, for each point n of the PCD the mean μn 
and the variance  are calculated as 2

nσ nn mP=μ  and 
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Signal-to-noise ratio is usually defined as 
σμ // =NS  [15]. Here we will use the estimation of S/N 

as the signal-to-noise ratio at the maximum of the PCD  
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where . Therefore, the number of 

sampling intervals defines S/N ratio for a given P

)(maxmax ii
PP =

max. 
The analysis of the PCD is based on the fitting the 

theoretical PCD to the experimental one by the least-
squares method [7]. The Marquardt method is commonly 
used as an optimization procedure [16]. The quality of the 
fit is verified by the reduced Chi-criterion value and 
normalized residuals of the fit [7, 16]: 
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where d – the number of fitting parameters, Pk – the 
theoretical probability to detect k photons, Ek – the 
statistical frequency to detect k photons, n – the number 
of bins, M – the number of trials, σk – the standard 
deviation of the k-th PCD point. 
 
3. PHOTON COUNTS SIMULATION 

There are various processes affecting the fluorescent 
signal such as photobleaching, saturation of molecules, 
and triplet-state kinetics. In many experimental situations, 
the influence of these processes on the PCD is negligible 
and only translational diffusion and fluorescence of 
molecules must be taken into account. 

From statistical physics, it is known that the 
probability of finding k non-interacting molecules in an 
open volume ΔV is well approximated by the Poisson 
distribution with the mean VCN Δ= . The Poisson 
distribution with the mean )(rqTBn =  also approximates 
the probability of detecting n photons from a molecule at 
the position r during a sampling time T [8]. 

Using these assumptions the following photon counts 
simulation scheme can be proposed for the case of a 
sample containing i-species of molecules. At the first 
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stage, it is necessary to get the number of molecules  
of the i-th species by generating a Poisson random 
variable with the mean 

iN

iN  and then uniformly distribute 
them in the observation volume V0. After that, a Poisson 
random variable  with the mean ijn )( ijiij rTBqn =  is 
generated to get the number of detected photons from the 
j-th molecule of the i-th species, iNj ...2,1= , 

, where M is the number of species. Then the 
numbers of generated photons are summarized to get the 
total number of photons  detected during the sampling 
time T from all molecules present in the observation 
volume V

Mi ,...,2,1=

TS

0. These stages are repeated m times to reach a 
given S/N ratio. Consequently, the series of photon counts 
is obtained and the PCD can be build. 

We used the normalization to the effective volume 
 commonly used in FCS [6]. In this case, the initial 

parameters of the model will be the average number of 
molecules for the i-th species 

GeffV

effiN  in the effective 
volume , the specific brightness , the sampling 
time T, and the number of sampling intervals m. 

GeffV iq

The Gaussian approximation (3) can be reduced to the 
one-dimensional form using the coordinate 
transformation: 
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where , );0[ ∞∈r ];0[ πα ∈ , )2;0[ πϕ ∈ . 
Then the expression (3) takes form 
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where  is the length or the radius-vector 
r. Here we set  = 1 as it is assumed in the PCH analysis. 
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coordinates equals to: 
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As the average concentration of the i-th species is  
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the average number of the i-th species of molecules in the 
volume V0 will be 
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The value of r0 can be defined from the condition 
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To uniformly distribute molecules in the V0 at the first 
step it is necessary to obtain the coordinates x, y, z of each 
molecule uniformly distributed in [-r0; r0]. At the second 
step, the fulfillment of the condition 

 is verified, and, if it is not true, the 
first step is repeated again. 
( ) 0

2/1222 rzyx ≤++

Photon counts simulation with the brightness 
profile correction 

In many real experimental conditions, it is sufficient to 
consider only the first-order correction F1 ( 0=jF , 

...3,2=j ) [13]. In this case, the initial parameter BB0 must 
be taken into account because correction (12) affects the 
total distribution of fluorescence emission. It was shown 
that brightness becomes a function of the correction 
parameter F1 [14] 
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where qc is the specific brightness with correction. 
Then the expression (16) can be written as 
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The GF of the Poisson distribution is [11]: 
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Comparison (28) and (29) indicates that )(ξθc  is the 
GF of the Poisson distribution with the mean 
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This fact allows to propose an algorithm for photon 
counts simulation with the corrected brightness profile. 

Taking into account (12) the volume  can be 
transformed to 
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The expression for calculation of the average number 
of molecules of the i-th species in the observation volume 
V0 takes the form: 
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where  is the number of molecules in the effective 

volume . Using (24), the expression (30) can be 
changed to 
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Therefore, the initial parameters of the model are 
, qceffiN ci, T, m, and F1. In this case, the simulation is 

performed according to the scheme proposed earlier. To 
take into account the additional number of photons 
emitted from the non-Gaussian part of the brightness 
profile a Poisson random variable with the mean )(TΛ  is 
generated. This additional number of photons is added to 
the total number of photons . TS
4. TEST EXPERIMENTS  

To confirm that our model correctly reproduces the 
features of real FFS experiments we made several 
simulations for the one- and two-component system. For 
each system case, we considered the cases of model with 
and without the brightness profile correction. The 
corresponding PCDs were built and analyzed using the 
PCH analysis with and without correction to determine if 
the theoretical models could fit the simulated data. That 
would indicate the adequacy of our model. 
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The sampling time in all simulations was set to 
T=5*10-5 s. The asymptotic standard errors were used as 
an error measure of the fit parameter estimations [16]. 

Photon counts simulation for the one-component 
system 

Simulations were performed with and without the 
brightness profile correction. In the case of simulation 
without correction we set the initial values of the model 
parameters as =2, =60000, and the total number of 
sampling intervals as m=10

effN q
6 (that corresponds to the 

observation time in 50 s, S/N≈600). The estimations 

effN~ =2.005±0.009, q~ =59800±300 were obtained by the 
PCH analysis without correction. The obtained 
estimations are close to the initial values of the 
parameters. The chi-criterion value (  = 1.48) and the 
shape of the normalized residuals (not shown) indicates a 
good fit quality. This confirms that our model correctly 
reproduces the main processes of photon detection. 

2
rχ

In the case of simulation with the brightness profile 
correction we set the initial values of the model 
parameters as =2, =84000, FeffN q 1 = 0.4. The simulated 
data were analyzed by the PCH analysis with and without 
correction. As it was expected, in the case of applying the 
PCH analysis without correction, the obtained estimations 
are not acceptable ( ≈286). The estimations obtained 
by the PCH analysis with correction =1.99±0.006, 

=84000±400, F

2
rχ

effN

cq 1=0.393±0.005 are close to the initial 
values of the model parameters. The simulated and the 
theoretical PCDs and their normalized residuals are 
shown in Fig. 1. 

 

Fig. 1 – The simulated PCD for the one-component system 
and the result of the fit by the PCH analysis with and 

without correction 

The chi-criterion value ( =0.94), the normalized 
residuals, and proximity of the obtained estimations to the 
initial values of the model parameters proofs the adequacy 
of the simulation in the case when additional photons 
emitted from the non-Gaussian part of the brightness 
profile are taken into account. 

2
rχ

Photon counts simulation for the two-component 
system 

The total number of sampling intervals in simulations 
was set to m=6*106 that corresponds to the total 
observation time in 300 s and S/N≈1300. 

The initial values of model parameters in the case of 
simulation with the brightness profile without correction 
were Neff1=1, q1=60000, Neff2=5, q2=20000. The 
estimations obtained by the PCH analysis without 
correction 1

~
effN =1.02±0.09, 1

~q =60000±1000, 

2
~

effN =4.99±0.03, 2
~q =19900±700 are close to the initial 

values and the quality of the fit ( =0.77) is acceptable. 2
rχ

In the case of simulations with the corrected 
brightness profile, the data were analyzed by the PCH 
model with and without correction (see the fit results in 
Table 1 and Fig. 2). 

Table 1. The initial values and the estimations of the model 
parameters in the case of simulation for the two-component 
system with the corrected brightness profile  

Parameter Initial 
value 

PCH without 
correction 

PCH with 
correction 

1ceffN  1 0.83±0.07 1.05±0.1 

1cq  84000 75000±2000 83000±5000 

2ceffN  5 9.9±0.7 5.2±0.6 

2cq  28000 10000±1000 26000±6000 
F1 0.4 - 0.37±0.08 
 
As it was expected in the first case the estimations 

were not in good agreement with the initial values of the 
model ( =1.78) as the ratio 2

rχ ≈12
~/~

ceffceff NN 12 while the 
ratio of initial parameters is only 5. By the PCH analysis 
with correction we obtained the acceptable fit results 
( =1.26) that confirmed our approach for the 
multicomponent systems simulation. 

2
rχ

 
Fig. 2 – The simulated PCD for the two-component system 

and the result of the fit by the PCH analysis with and 
without correction 

5. CONCLUSION 
We have developed a simulation approach of the 

photons detection process in the FFS experiments for 
multicomponent molecular systems. The received 
estimations of the model parameters, the chi-criterion 
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values, and the normalized residuals have indicated the 
adequacy of our model in all considered cases. 
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